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Abstract

In this paper we examine the potentials and limitations of fusing 
head-mounted computing devices such as Google Glass with head-
mounted gaze tracking (HMGT). In the current version of Google 
Glass, for example, there is no gaze-tracking functionality—instead 
there is “point of vision” video functionality that captures the 
broader scene in front of the user. Gaze tracking adds a high degree 
of specificity to head-mounted computing devices that follows 
the precise gazing point of the user. We suggest that because of 
technical developments, HMGT is becoming increasingly mobile 
and that a likely path of adoption for HMGT will be as a feature 
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of head-mounted computing devices. We suggest several general 
applications for this technology. Further, we discuss the potential for 
head-mounted gaze tracking to become a widely used technology. 
However, there are several issues that hinder this trajectory. These 
include issues of privacy (both in the legal and in the ethical sense), 
the idea of how we present ourselves in the Goffmanian sense, 
and the difficulties of developing reciprocal expectations for the 
technology. For these reasons, both head-mounted computing 
devices and HMGT are likely to remain niche technologies. 

Introduction

Gaze tracking has moved from being unwieldy and intrusive to 
simple and discreet. It has moved from being a technology that is 
complex to use and reliant on the care and prodding of highly trained 
engineers and scientists to becoming non-invasive and relatively 
straightforward to use. It has also moved to become a technology 
with an increasing number of use areas. This is not to say that head-
mounted gaze tracking (HMGT) is a mainline technology. There 
are, however, significant areas where the technology can enhance 
data collection and can assist in the execution of important tasks. 
In this paper we are interested in looking at this technology in the 
context of head-mounted displays and consider the likely trajectory 
of development. 

As with many other electronic devices, HMGT technology 
has become smaller and more agile (Hansen et al. 2005). Early in 
their history, eye-tracking devices often involved elements attached 
directly to the eye and had the need to stabilize the head by fixing it 
into place with various frames and straps. By contrast, contemporary 
eye tracking technology can disappear into simple, lightweight, 
mobile devices; this development has been seen on many technical 
fronts. Indeed we are on the cusp of another transition; namely, 
mobile head-mounted displays that will have the ability to retrieve 
information and to help us mediate our communication. 

It is likely that in the near future HMGT functionality will be 
compact enough to fit into wearable displays such as point-of-
vision (POV) devices, including Google Glass, that replicate an 
individual’s field of vision. The current crop of these devices allows 
the user to capture video of, for example, a person as they parachute 
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out of a plane or a law enforcement officer as they go about their 
rounds. The image captured, however, replicates the broad field 
of vision and not a particular point of gaze. In many cases, this 
broader image is what is best; however, we contend that there are 
also situations where a more specific focal point is also of interest.

There has been limited discussion of HMGT and heads-up 
displays in the literature (Hansen and Ji 2010). In the work that 
exists they have been examined as extensions virtual reality and 
immersive computing (Park, Lee, and Choi 2008) and as a way of 
apportioning attention (Kurauchi and Morimoto 2013). HMGT 
has also been examined in terms of its impact on social interaction 
in a laboratory context (McAtamney and Parker 2006). Thinking 
somewhat more broadly HMGT-enhanced head-mounted 
computing devices, such as what we see in the Google Glass project, 
we will have the ability to further indicate our point of attention 
and eventually transmit this to others or make it available for later 
examination. HMGT will tell us, for example, that a user is looking 
at a specific individual and not a crowd; a certain product in the 
shelf in the grocery store and not the whole shelf; or a particular 
part of the PC screen and not the whole screen. This can change 
the way that we can interact with our environment. In this paper 
we consider how head-mounted computing devices and HMGT 
can fuse into a single platform. Because of this development it is 
likely that HMGT will find new applications. In this process, we 
also see that it there are consequences in relation to privacy and 
power relationships (Katz 2013). 

We will first go through the development and application 
of wearable computing, and follow this with a short account of 
the history and functionality of gaze tracking. We next discuss 
the melding of HMGT and heads-up display technologies and 
the potential for using this when it facilitates interacting with 
information that is embedded in the local context. This touches on 
issues such as the so-called internet of things. Finally, we look into 
the eventual applications for HMGT-enhanced wearable displays 
both in terms of the possibilities and the threats that they represent 
for at the personal and the social levels. 
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Head-Mounted Display and Wearable Computing Technology
Technical Development of HMD and Wearable Computing

Wearable devices that enhance our interaction with the world 
might be traced back to the development of glasses (Kriss and Kriss 
1998). Following this line of thought, the watch, for example, was 
carried on the body (often in a well-protected pocket) from the 
1600s (Landes 1983) and in the case of women, on the wrist, often 
as a piece of jewelry. The wristwatch made its appearance with 
males during the First World War since it was awkward for pilots 
to dig out pocket watches (Kahlert, Mühe, and Brunner 1986). 
Moving to head-mounted electronic devices, earphones have been 
a part of the technical landscape since the early period of the radio 
(Howeth 1963) and the idea of a head-mounted display (HMD) 
was first was patented by Thelma McCollum (1945) and as a 
stereoscopic television HMD by Morten Heilig (1960). Because of 
the technical limitations at that time, the idea of HMD was more 
focused on giving the user a virtual experience by showing a video, 
not as a “see-through” device that augmented vision. The first video 
“see-through” augmented reality system was made in the 1960s 
by the Bell Helicopter Company, which was a servo-controlled, 
camera-based HMD (Azuma et al. 2001). This provided the pilot 
with an augmented view captured by an infrared camera under 
the helicopter that was useful for landing at night. Since the 
early 1970s, the US Air Force has carried out research on HMD 
systems as a way of providing their aircrew with a variety of flight 
information and also a method for interacting with the airplane 
and user interfaces (Kiyokawa 2007). In the 1980s we began to 
see the use of HMDs where the user is able to “see through” the 
device, either optically or based on a video image. The user can 
see, for example, 3D computer- generated objects superimposed 
on his/her real-world view. The optical and the video approaches 
for HMD hardware design merge and superimpose the virtual 
view onto the real views of the world either via a semi-transparent 
mirror as with optical see-through HMDs (Berman and Melzer 
1989; Buchroeder, Seeley, and Vukobratovich 1981; Droessler and 
Rotier 1990; Rolland et al. 1995), or via video cameras mounted 
on the head as with video see-through HMDs (Bajura, Fuchs, and 
Ohbuchi 1992; Edwards, Rolland, and Keller 1993). 
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The most recent of HMD project, what we refer to as head-
mounted computing devices, and the one that seems to have 
garnered the greatest general interest, is the Google Glass project 
that includes an augmented reality head-mounted display. As of 
this point, Google Glass includes a heads-up display in addition to 
an embedded POV scene camera, microphone, different types of 
radio-based communication (Wi-Fi - 802.11b/g and Bluetooth), 
GPS functionality, an accelerometer and “bone conduction” in lieu 
of speakers. Voice control is used to operate the device including 
taking pictures/video, sending messages, getting directions, etc. 
Google Glass, as well as other smart glasses (e.g., Vuzix M100), 
show that head-mounted computing devices can potentially be 
used as a visual interface for mobile appliances; they can become 
a common display for various tools that we use such as mobile 
phones, tablets and even laptops.

Applications of the Head-Mounted Computing Technology 

Head-mounted computing devices have been used in many 
different application fields such as: military, law enforcement (e.g., 
police), civilian (e.g., engineering, medicine, and computer-guided 
surgery), video gaming, sports, and simulation (e.g., driving and 
flight). Perhaps the most promising future uses of these tools are 
those in which the display allows for enhanced virtual environments 
(e.g., enhanced reality) rather than replacing real environments as 
in virtual reality (Bajura et al. 1992).

Head mounted displays provide the ability to use context-aware 
information such as weather reports, incoming text messages, 
public transportation schedules, route finding, information 
sharing with others, etc. Additional functionality will likely include 
pattern recognition perhaps similar to that in Google Goggles that 
references libraries of photos taken by others in addition to GPS 
data to search for further information on the item in question. 

Gaze-Tracking Technology

Parallel with the development of wearable computing and head-
mounted displays, there is also a development in the area of gaze 
tracking. Gaze tracking monitors and records the point of regard 
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(i.e., where a person is looking as well as a direction in space) 
(Witzner and Ji 2010). In this section, we give a short history of the 
gaze-tracking technology in terms of technical development; next, 
different application areas of this technology are briefly described. 
At the end of this section, some of the limitations of the gaze 
trackers are described. 

A Short History of Gaze Tracking 

The functioning of the eyes and the interaction between gaze 
and cognition has long been the subject of interest. The people 
who have contributed to our understanding of vision include 
some of the luminaries of science such as Kepler and Descartes 
(Wade and Tatler 2005), and people have been developing ways of 
mechanically tracking eye movement for over 100 years (Jacob and 
Karn 2003). Seen from our remove, many of the early systems were 
quite draconian. The earliest devices were physical “contact lenses” 
that were attached to the eye using either an adhesive or suction 
to hold them in place. These lenses were sometimes attached to 
a mechanical lever in order to track the movement of the eye; 
it goes without saying that this hindered natural observations. 
As Jacob notes, “This method is obviously practical only for 
laboratory studies, as it is awkward, uncomfortable and interferes 
with blinking” (1995, 267). An early researcher, Edmund Huey, 
described his approach to recording the movement of a subject’s 
eyes: 

I arranged apparatus as follows: A plaster of Paris cup was 
molded to fit the cornea accurately and smoothly, sand-
papered until it was very light and thin, and placed upon 
the front surface of the eye, the cup adhering tightly to the 
moist cornea. No inconvenience was felt, as the corneal 
surface was made insensitive by the use of a little holocain, 
or sometimes cocaine. A round hole in the cup permitted 
the observer to read with this eye, the other eye was left 
free. A light tubular level of celloidin and glass connected 
the cup to the aluminum pointer, flat and thin, which 
responded instantly to the slightest movement of the 
system; and, suspended over the smoked-paper surface of a 
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moving drum cylinder, the aluminum point traced a record 
of the eye’s movement as the observer read. (The Psychology 
and Pedagogy of Reading pp. 17) 

The system of tracking eye movement became progressively less 
invasive as the technology for observation developed. The use of 
film cameras eased the burden on (and presumably the irritation 
of ) subjects. Shortly after the turn of the last century, researchers 
attached a simple “white speck of material” to “the eye of a subject 
and filmed it as the individual read” (Jacob and Karn 2003, 574). 
Researchers began to photograph the light reflected from the cornea 
(Majaranta 2009; Wade and Tatler 2005). In 1901, Dodge and 
Cline developed what they called the “Dodge Photochronograph” 
that is seen as the progenitor of today’s eye reflection tracking 
systems; these have since dispensed with attaching anything to 
the eye (Judd et al. 1905). This is not to say, however, that the 
gaze-tracking systems were not bulky: they might take up whole 
sections of the laboratory. Buswell’s 1935 device, for example, was 
a rambling collection of tubes, monitors, electronics, struts, lights, 
and frames with which to stabilize the subject’s head. It filled a 
large desk and spilled over onto area behind, and it was nothing if 
not voluminous (1935). 

As with many other areas of research, the rise of computerization 
dramatically changed the way we were able to gather and analyze 
gaze information. The equipment for tracking eye movement 
has undergone a radical reduction in size and devices have seen 
a similarly radical increase in processing power, accuracy, price 
and responsivity. With time, researchers developed head-mounted 
devices that allowed the subjects greater freedom of movement 
(Jacob and Karn 2003).

Early eye tracking systems used retrospective analysis of film 
or other recording material. Starting in the 1960s computers gave 
researchers the ability to digitally gather gaze tracking information, 
process the data, and provide feedback in real time (Jacob and Karn 
2003). These developments mean that gaze trackers can be used 
as a computer-pointing device; they can also be used for sending 
commands (e.g., making selections on a screen).1 
1 Dwell-time selection, eye blinks, gaze-gestures, and context switching have 
been typical ways of extending the capabilities of eye trackers for gaze-based 
interaction. Gaze as a pointing modality can also be used together with some other 
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Gaze interaction with computers has, until now, mostly been 
applied to the situation of a single, stationary user is sitting in front 
of a screen. It has used a camera, often mounted on or near the 
PC screen, to first calibrate and then to track the user’s gaze (a 
remote eye tracker). Recent work has moved in the direction of 
head-mounted devices that are increasingly mobile and where, as 
the name suggests, the camera that captures the individual’s eye 
movement is mounted on the person’s head using either a helmet, a 
headband, or glasses (Ishiguro et al. 2010; Mardanbegi and Hansen 
2011; Toyama et al. 2012). This has extended the domain of gaze-
based interaction into the mobile situations that allow the user 
almost complete freedom of head movement as well as mobility. 

Compared to the previous generation of gaze trackers, HMGT 
devices afford an unheard of degree of mobility. The developments 
in camera technology and miniaturization mean that it is now 
possible to move away from the desk-bound notion of eye tracking. 
Indeed, we are entering a period where head-mounted eye trackers 
have become much smaller, lighter, and thus easier to integrate 
with other mobile devices. Further, the integration of a variety of 
input possibilities (gaze, haptics, gestures, etc.) means that HMGT 
is becoming more flexible and more suitable for mobile, gaze-based 
interactive applications. 

HMGT is currently at a stage where size and quality allow 
seamless integration of eye trackers into normal glasses. HMGT 
software is, to a large extent, also equal to an increasing number of 
gaze tracking tasks.2 As we will discuss below, this also expanded 
the areas of use of gaze tracking. 

interaction modalities such as body gestures and speech. Eye-based head gesture 
is a novel technique for enhancing gaze-based interaction through voluntary head 
movements. Gaze and head gestures measured by these trackers provide a gaze-
based method for interacting with computers and objects in the environments. 

2 We currently have cameras that are only several millimeters in size. In addition, 
the use of infrared light sources in glasses mean that glasses-mounted eye trackers 
are not a significant technological challenge. Clearly, several issues remain that 
will improve eye trackers even further (e.g., the ability to handle large and 
rapid light changes). A general problem for most current trackers is their need 
to be calibrated to the individual. While this is a current problem with most 
commercial eye trackers, there exist several possible techniques that could limit 
explicit per session calibration (Witzner, Hansen, and Ji 2010). 
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Gaze Tracking Applications 

Gaze tracking applications can broadly be divided into two 
categories: diagnostic applications, where the eye tracker provides 
objective and quantitative evidence of the user’s visual and 
attentional processes or neurological disorders (e.g., identification 
of neurological disorders by studying the diagnostic data provided 
by properties of saccades and fixations, and applications in 
psychology, cognitive linguistics, and product design), and 
interactive applications, where the eye tracker is used as an input 
device of an interactive system, and the system responds to the 
user’s gaze (Duchowski 2007).

Diagnostic Applications

The earliest questions that used gaze tracking considered the 
interaction between gaze and tasks such as reading and looking at 
a picture. The research questions revolved around the interaction 
between vision and comprehension. Yarbus and Riggs (1967; see 
also Buswell 1935), for example, recorded people’s gazes as they 
looked at an image when there was no particular task required of 
the viewer, and then when the viewer was asked to retrieve different 
types of information from the image (i.e., the number of people 
in the image or the type of clothes they are wearing). In other 
cases, gaze was recorded when people were asked to synthesize 
information from the image such as the class status of the people. 
In each case, Yarbus and Riggs recorded different patterns of eye 
movement. 

Eye tracking has also been used when examining how people 
read (Rayner 1998). Just and Carpenter, for example, have used 
eye tracking to measure the time (in milliseconds) that subjects 
looked at words in sentences (1980). They suggest that the time 
to integrate gaze and comprehension depends on the frequency 
of a word’s general use and its thematic importance; there is also 
a pause at the end of a sentence. The research also shows that eye 
movement differs when a person is reading aloud or silently. In 
addition, the research has indicated that as the complexity of the 
material becomes more difficult, we spend a longer time on each 
word and have a narrower field of focus (Duchowski 2007). 
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A similar application has been to study the use of gaze in how 
people carry out everyday tasks, such as simple food preparation, 
and how people handle different situations that arise in driving in 
traffic (often examined using driving simulators). In the case of 
the simple tasks, the research has been concerned with the role of 
gaze when going through a sequence of actions. The findings show 
that the subjects gaze will often presage the next physical action: 
when we are making a sandwich we look at the butter immediately 
before we move our hands to retrieve it. In the case of driving, 
while this is a dynamic situation as compared to the static analysis 
of reading or viewing a photograph, it has a common thread in 
that gaze tracking is used to understand the how the eyes focus on 
certain things and perhaps ignore or overlook other items that may 
also have importance.

Gaze tracking has also been applied to usability studies. In a 
classic study, Fitts et al. (1949) used a film camera to record the 
gaze of pilots as they landed airplanes. This has been extended 
later with other dimensions of flying (Duchowski 2007) to better 
understand where to place the instruments. This type of research 
has been applied to other arenas as well. Researchers have been 
interested in understanding, for example, the best arrangement of 
items on a web page or in printed material. It is often the case that 
the diagnostic applications have not relied on real-time feedback. 
Rather, the data is captured and analyzed later. 

Another area of research has been to control how people carry 
out various types of visual analysis. This includes questions of, 
for example, X-ray inspection by doctors, production control 
inspection, and photo interpretation (e.g., in the case of astronomy 
or national security). 

A question that has been broached in this context is the 
connection between seeing and cognition. According to Jacob and 
Karn:

Psychologists who studied eye movements and fixations prior 
to the 1970s generally attempted to avoid cognitive factors 
such as learning, memory, workload, and deployment of 
attention. Instead their focus was on relationships between 
eye movements and simple visual stimulus properties such 
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as target movement, contrast, and location. Their solution 
to the problem of higher-level cognitive factors had been 
to ignore, minimize or postpone their consideration in 
an attempt to develop models of the supposedly simpler 
lower-level processes, namely, sensorimotor relationships 
and their underlying physiology. (2003, 575)

Perhaps as an attempt to address this issue, the next step in this 
line of research was to combine eye tracking with brain activity as 
recorded with Functional Magnetic Resonance Imaging (fMRI). 
This development has provided us with a new tool with which to 
study the interaction between reading/looking and cognition. The 
research generally shows the correlation between eye fixation and 
brain activity (Duchowski 2007). This approach allows us to better 
understand the way that cognition works as we access different types 
of information in our brains. A related question is the interaction 
between vision and cognition for populations that are not able to 
communicate or have only fundamental communication capacity,: 
newborn babies, for example (Johnson et al. 1991). The research 
has investigated how newborns fixate on various shapes such as 
images with faces vs. more abstract images, providing insight into 
the bonding process. 

Interactive Applications

As noted above the development of computing capacity meant 
that gaze tracking provided for immediate feedback. This led to 
the use eye movement as a pointing device for computer-based 
user interfaces. The most common application of this capability 
has been to allow disabled persons who cannot use their hands 
to control a mouse or keyboard (Handa and Ebisawa 2008; 
Hutchinson et al. 1989; Jacob and Karn 2003; Majaranta 2009). 
Indeed, this has been one of the most central applications for gaze 
tracking heretofore. The coming development of more compact 
HMGT devices will likely see its application in other interactive 
situations as noted below. 

We are now seeing that the gaze tracking devices are becoming 
smaller, priceless expensive, more robust, and less in need of the 
careful goading and maintenance of engineers and scientists. 
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Further, they are no longer leashed to large computing devices. 
This means that the uses of gaze tracking can move into more 
natural settings, and thus we can begin to consider a broader range 
of applications. In addition to the traditional uses of cognition 
research, usability studies, and as aids for disabled persons, it is 
possible to develop gaze-tracking applications for more quotidian 
purposes. This is a discussion to which we will return below. 

The Synergies of HMGT and Wearable Computers 
Limitations of the Head-Mounted Display/Computer 

The current implementation of the Google Glass, as well as 
various POV “action video cameras,”3 have the ability to capture, in 
a broad sense, what the individual is looking at. Many of the head-
mounted devices replicate the users’ field of vision. However, the 
field of view for these video-based applications (often about 170 
degrees) is broader than our active field of vision (which is about 
135 degrees vertically and 160 degrees horizontally) (Wandell 
1995). However, the most sensitive part of the eye is actually a 
small part of the total organ, and the field of vision is divided into 
three different areas of differing sensitivity and clarity. In order of 
decreasing clarity there is the fovea (about one to two degrees of 
vision), parafoveal (about three to five degrees), and peripheral 
region (everything beyond about six degrees). The foveal area is our 
major source of visual information, as the peripheral area is only 
able to register movements and contrasts as it has very poor visual 
acuity. 

When we are looking at a scene before us, we focus on only a 
small portion of the total information; we continually scan a scene 
in order to gather further information. In some cases we can move 
our attention to the peripheral areas of vision, albeit not with the 
same natural ease. Within the brain a large portion of the cerebral 
cortex is devoted to processing the visual information from the 
foveal area. Thus, the wide frame captured by a many POV video 
system does not map onto our foveal-intensive vision. 

3 These include for example the GoPro, Contour+, Ion Air Pro Drift HD, 
Panasonic HX-A100, AXON flex, and car-mounted video devices. An increasing 
number of other devices are moving into this space. 
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The Affordances of the Current HMGT

As we have noted, it is technically possible to have head-mounted 
eye trackers integrated with a POV scene camera can indicate the 
point of gaze. Additionally, we can use computer vision techniques 
for recognizing the objects in the scene and also for reconstructing 
the environment around the user. When the apparatus is attached 
to the user’s head, it is also possible to know the direction and the 
speed of the movements of the head.

Gaze tracking can provide an abundance of information about 
the subject and their environment. This can include personal 
information (such as their focus, reading capabilities/content) as 
well as the general insight into the things and images that they 
visually dwell upon. The eye image recorded by today’s gaze trackers 
can be used for measuring the eye movements and fixations4 (Jacob 
and Karn 2003). In addition, the technology can also provide other 
types of eye-based information such as the pupil diameter (e.g., as 
an indicator of the cognitive load), different eye features like iris 
pattern (e.g., used as a biometric), the frequency of blinking, the 
behavior of the eye muscles (e.g., as one of the indicators of the 
user’s fatigue) (Singh, Bhatia, and Kaur 2011), and the reflection 
of the environment on the surface of the cornea. In addition, the 
vestibulo-ocular reflex that coordinates eye movements relative 
to head movements makes it possible to even measure changes 
in head rotations (roll, tilt, and pan) through the eye movements 
(Mardanbegi, Hansen, and Pederson 2012).

By looking at the future interactive applications of wearable 
computers, and different ways of interaction with the head-mounted 
graphical user interfaces, we see that gaze as a pointing mechanism 
will likely be an early functionality to head-mounted computing 
devices. In addition, speech and gestures will also likely be added 
as mechanisms for sending commands (e.g., doing selection) and 
enhancing communication. Other technologies such as haptic, 
accelerometers, electroencephalography (EEG), and perhaps other 
biosensors may also be used to give more functionality to wearable 
computers. 

4 For example, the number of fixations, the amount of time in each area, the 
number of times returned to a point, etc.
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Applications of Gaze-Enhanced Head Mounted 
Computing Devices

There is a wide range of applications that are possible with gaze 
-enhanced, head-mounted computing devices that would allow 
for extremely detailed interaction between users. Indeed, when the 
gaze of one person is transmitted to another, the second person 
could specifically understand what the first person is looking at 
and, by inference, where their attention is directed. 

Using this functionality a technician, for example, could call 
to a remote expert and be “talked through” exceedingly detailed 
procedures. Gaze-enhanced devices could be used when teaching 
people to react to visually specific clues (e.g. the investigation 
of X-ray images or when learning to drive). It is also possible to 
conceive of these technologies being used to deploy and direct 
remotely located workers across a broader geographical area. Gaze 
tracking could facilitate the logistical systems of delivery people, 
who could visually check the stocks of items on the shelves. Gaze-
tracking systems could “check off” the QR codes of the existing 
stock and compile a list of needed items and flag those that are 
out of date. Shared gaze tracking could help us assist one another 
in focusing in on relevant (and very detailed) information when 
navigating in unfamiliar areas. Alternatively, if an individual were 
lost he/she could track on a sign showing the name of the street (or 
perhaps another sign such as a local restaurant) and this would help 
the system locate the individual. 

HMGT and heads-up display technology has many applications 
for individuals. Further, combining head-mounted computing 
devices and HMGT, we also move beyond applications for single 
individuals. As with many other technologies, we suggest that the 
first users will likely be larger institutions, particularly those where 
there is a need for central coordination and mutual understanding of 
one another’s situation. With time, we suggest that the technology 
will be further diffused for use by less formal social clusters, such 
as families or groups of friends. The technology will allow us to 
enhance the interaction between individuals since it provides for 
real-time updates of our social situation. That said, the likely areas 
of adoption will be niche applications in the near future. This is a 
theme to which we will return below. 
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Social Consequences of HMGT and Digital Artifacts 

As noted above there have been several phases in the development 
of gaze tracking. These have included the basic understanding of 
eye movement, the application of this basic understanding to both 
the study of cognition and to usability and, most recently, the 
use of gaze tracking with live video and sophisticated computing 
power to control computers. We are now entering a phase when 
gaze tracking is moving out of the sheltered environment of the 
laboratory and moving “into the wild” (D. W. Hansen and Pece 
2005). As noted above, the devices are becoming easy enough to use 
that they can be imbedded in other head-mounted gadgets, such 
as POV video devices and heads-up display units. The technology 
is available—this means that HMGT is becoming available for 
the development of a variety of applications that were not possible 
when it was bound to specific locations by the bulkiness of the 
equipment. 

However, the very mobility of the equipment also means that 
there are several new uncertainties that arise. These include the 
qualms of privacy and the issues of recording the social interactions. 
In addition, there are questions focusing on the degree to which 
HMGT will become embedded in the structure of social interaction. 

Privacy and Legal Issues of HMGT

The head-mounted POV scene cameras are a common element 
in computing glasses with HMD (e.g., Google Glass) just as they 
are common in head-mounted gaze trackers. The privacy issues of 
the HMGT are, on the one hand, associated with the scene camera 
and on the other hand, related to the gaze data and the information 
that the eyes can reveal (e.g., of a personal nature).

Use of video equipment raises question with regards our rights 
to gather photographic information and being photographed 
(Mann 2013). The use of photographic equipment is well trod: as 
soon as photography became common the question of our right 
“to be let alone” was an issue (Warren and Brandeis 1890). Warren 
and Brandeis wrote in 1890 that “Instantaneous photographs . . . 
have invaded the sacred precincts of private and domestic life; and 
numerous mechanical devices threaten to make good the prediction 
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‘what is whispered in the closet shall be proclaimed from the house-
tops’”. The context in which Warren and Brandeis were discussing 
privacy was an era when photography was largely practiced by 
professional news photographers, previous to the popularization of 
smaller personal cameras, and more than a century before digital 
photography became standard. With time, the development of 
closed-circuit television and a variety of other digital recording 
systems adds unheard of dimensions to “shouting from the house-
tops.” In many cases, however, there has been and continues to 
be a power differential between those who record and those who 
are recorded. It is the local convenience store and gas station that 
has the security cameras, and these were used in the context of 
protecting their private property. The ability of individuals to record 
material in these private settings is different from the right of the 
property owner to do the same. This question has been brought 
into the public discussion by the so-called McDonalds incident 
with Steve Mann. In short, Steve Mann entered a McDonald’s 
in France wearing his “eye tap” (Mann et al. 2005). The eye tap 
is, among other things, a forward-mounted video camera set in a 
glasses frame, wherein the video camera covers one eye. According 
to Mann’s version of the incident one of the employees tried to tear 
the glasses off his face and Mann was eventually pushed out the 
door.5

Among the other issues that the incident touches on, there 
are issues are associated with who is allowed to capture video in a 
particular situation. In the case of the commercial establishments, 
they often have the right to possess surveillance. Also, since it 
is considered their domain, they can, to some degree, set other 
conditions with regards who they will serve. Clearly the incident 
raises the question of the conditions for video capture both on the 
part of establishments as well as with customers. The incident has 
been couched in terms of power to surveil and be surveilled as 
a function of power. A somewhat parallel query arises with the 
equipping of police with eye-mounted video cameras as in Rialto, 
California.6 In this case, the local police department realized a major 

5. http://www.slashgear.com/broken-glass-father-of-wearable-computing-
allegedly-assaulted-17238802/

6 http://www.nytimes.com/2013/04/07/business/wearable-video-cameras-for-
police-officers.html?_r=0
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reduction in the number of complaints against officers. There is 
the idea that words and comments are no longer ephemeral, but 
now they have become a digital artifact. How is this data being 
collected, stored, and used? HMGT in public situation adds a new 
and untested dimension to this issue. 

There is, however, another issue associated with eventually 
wearing a digital recording device in the normal flux of daily life 
(as seen in, for example, the idea of Memex, MyLifeBits and in so 
called lifecasting) (Gemmell et al. 2002; Mann 2013); namely, it 
imposes a dimension on the situation that has not hereto been a part 
of our understanding of a social situation. A tacit idea associated 
with social repartee is the idea that the interaction is not recorded, 
it is ephemeral. The imposition of a record on the interaction 
eventually changes the way that we are willing to commit ourselves 
to the situation, and raises the specter of being accountable for our 
comments and our actions in a way that we are not accountable 
when they are fleeting. 

HMGT in natural settings ratchets up the issue of privacy to 
yet another level since the technology not only records what is 
happening in a particular situation, but where the gaze of one of 
the actors in the situation is resting at any given moment. To be 
the subject of others’ digital gaze and to know that it is recorded 
means that the scene takes on a different social character. Even 
though photographing (or tracking gaze) in public places is not 
illegal, it raises ethical issue and it challenges our notions of privacy. 
In addition, the ability to capture gaze changes our heretofore-
private behavior into a documented event. I could eventually be 
held responsible for my comments, actions and gaze in a way that 
was not possible before. 

In some ways this might be simple embarrassment that we are 
caught looking at things better left undisturbed by our glance. 
However, our use of HMGT record could incriminate us. If, for 
example, the gaze tracker recorded a car accident it might show that 
I was adjusting the radio or texting at the time of the crash. HMGT 
can provide important feedback to a driver such as monitoring eye 
activity and sensing when they are in need of a rest stop. However, 
gaze tracking could also be used against a driver if it finds that their 
gaze was not on the appropriate place when they were involved 
in an accident. Further, if they showed that I continued to drive 
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even after my HMGT device found I was drowsy; it might also 
make me culpable. Thus the technology has implications for the 
apportionment of responsibility. 

Following the work of Goffman, significant parts of social 
interaction take place in guarded settings (Goffman 1959). The 
documentation of these would violate our sense of the situation 
at many levels. It would, in a sense, formalize that which up until 
now had been informal. The resistance to this development would 
likely hinder the eventual adoption of HMGT and, for that matter, 
head-mounted computing devices.

There are yet other dimensions to this issue: HMGT could 
eventually record the individuals we see or the items we look at in a 
store. In this latter case, the collection of QR codes that we gaze at 
can be valuable information for marketing purposes. The question 
then arises as to ownership of that data and how that data might 
be used by marketers to form a profile of the individual. Since 
HMGT is far more specific than simple POV devices (or GPS 
information) ownership and use of the information presents an 
important unsolved issue. Thus there are potentially some difficult 
unresolved questions that need to be settled.

HMGT as a Social Mediation Technology

Another issue associated with the eventual development of 
HMGT is the degree to which it can become embedded in the 
flux of social interaction. There are a range of technologies and 
systems that take on dimensions of being Durkheimian social facts 
(Ling 2012). Mechanical timekeeping, telecommunication, and 
dimensions of the internet can been seen in this context on a broad 
social level. In addition, in more restricted groups, technologies 
such as calendaring systems and, in its time, the network of fax 
machines, are examples of social mediation technologies (Ling and 
Canright 2013).

There are many characteristics that are common for these 
technologies, including their critically large number of users, their 
supported adoption by an ideology that legitimates their position 
in society (we feel safer by having a mobile phone with us), their 
arranging the social landscape to the exclusion of alternative 
systems that provide approximate the same function (e.g., the 
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clock displacing the sun dial) and perhaps most importantly, the 
reciprocal expectation that others will also either operate based 
on the edicts of the system (everyone needs to respect time and 
timekeeping) or be mutually available via a particular mediation 
form. This is not to say that all technical developments become 
social mediation technologies—there are many that have become 
thoroughly embedded in society in spite of not being used for 
social mediation. Refrigeration is an example of a technology that 
has made dramatic changes in the social ecology. It is not, however, 
used for the mediation of social interaction. 

The question here is whether HMGT (or for that matter, head-
mounted computing devices), will become a technology of social 
mediation. It is indeed difficult to make the case that this will 
happen. As we have noted there is undeniable functionality that is 
provided by HMGT, and the trajectory that is perhaps most likely 
is that HMGT will be implemented in a future heads-up devices. 
In this course it will be developed for special applications such as 
remotely mediated group work where the detailed knowledge of 
one another’s focus is important (i.e., coaching of detailed repairs). 
It might be that teams of repair personnel could be linked to one 
another as they carry out a distributed repair task and can thereby 
interact with one another to facilitate their common work. It might 
be that we use gaze tracking when discussing detailed co-editing of 
documents with one another so that we can tacitly see where our 
co-authors are looking. Other applications might extensions of the 
inspection functionality noted above—where, for example, delivery 
people will need to gaze at particular points in a store where they 
deliver products to insure that they are displayed properly.

This suggests, however, that video recording (and also the 
more specific use of gaze tracking) may find a niche when used in 
formalized settings for well-defined purposes. When thinking of 
personal uses of HMGT it is possible to imagine people using gaze 
to access specific types of information in specific setting. It might, 
for example, be useful to have detailed gaze tracking while shopping 
so that we can read in barcodes or QR codes to gather information 
about products like their nutritional value as compared to our 
favorite diet or, eventually, that the item is on sale at a store down 
the street. As noted above, however, there are a variety of questions 
that need to be addressed before this is universally accepted. 



150     Living Inside Social Mobile Information

Still, it is more difficult to understand how either HMGT or 
head-mounted computing devices will quickly become a part of 
the general flux of social interaction. While there is a begrudging 
acceptance of surveillance in society and there has been the 
development of sousveillance (i.e., people below observing those 
above), there is not a major discussion of what is termed “veillance” 
where there is not a power differential between the individuals 
involved. This has been a sphere based on trust and forgiveness. The 
insertion of digital recording and, more specifically, gaze tracking 
into this context will likely not be as simple as it raises a broader set 
of questions (McAtamney and Parker 2006). The point here is that 
HMGT can, and likely will, become a part of the broader digital 
landscape, but that the first applications will not be associated with 
social interaction but with commercial situations. 

In a similar way, we will also likely develop norms of when we 
are explicitly NOT looking at the activities of others. These types 
of processes were seen with the adoption of the mobile phone (Ling 
1997). We will develop the sense that it is not appropriate to have 
on our HMGT unit when another person is using their PIN code. 
We may need to have a function that shows the recorder is not 
on, or we will take off the HMGT device much as we take off 
sunglasses, as a sign of courtesy. 

Conclusion

In this paper we have considered the eventual melding of HMGT 
with heads-up display technology, and we see that heads-up devices 
are moving into the diffusion process. The commercialization of 
devices such as Google Glass indicates that there is a certain interest 
in this direction. At this point, HMGT and heads-up technology 
are two separate threads of development. 

HMGT technology is technically available. The cameras that 
will provide for gaze tracking, the computing capacity, and the 
batteries are already available. It is very possible that gaze tracking 
will become a feature of head-mounted computing devices such as 
the Google Glass. This may well come as a part of the “feature creep” 
that is often associated with these types of gadgets. Thus, rather 
than being seen as a separate technology with its own trajectory, 
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we suggest that it will be included in the eventual development of 
wearable computing.

We will certainly see that it is applied to various types of 
“niche” applications such as those noted above. We suggest that 
the possibilities afforded by the integration HMGT and HMD 
will allow efficiencies in various use situations. In a variety of 
commercial settings the functionality provided by exact gaze 
tracking will be able to make a contribution. It is also possible 
to imagine implementations that integrate the gaze point of the 
individual inspector or worker into a larger system of quality 
control. In addition, it is clear that HMGT and HMD can be 
useful in situations where careful inspection is necessary. In 
addition, they have the ability to make a contribution to different 
types of research. 

That said, the technologies must face a significant social threshold. 
As noted above, the introduction of recording technology to what is 
largely seen as ephemeral social interaction violates what Goffman 
saw as the guarded nature of social settings. It would lead to more 
caution in our willingness to commit ourselves to the setting and it 
would also, perhaps, provide the raw materials for others to parody 
the ways we present ourselves. 

Because of these considerations we suggest that the maturity of 
the HMGT technology will mean that it is easily integrated into 
head-mounted computing devices; these will likely find a variety 
of innovative applications. However, we must be sober in our 
suggestion that these technologies will be used in a wide range of 
informal social settings.
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